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 Understanding public sentiment toward online transportation services 
through social media analysis has gained increasing importance. This 
study provides a comparison between the effectiveness of Deep 
Neural Network (DNN), and Long Short-Term Memory (LSTM) models 
in analyzing user sentiment toward online transportation services in 
Indonesia using Twitter data. The dataset consists of 10,000 tweets 
related to Gojek, Grab, Maxim, and InDrive, collected from January to 
December 2023. Data preprocessing includes noise removal, case 
folding, tokenization, and stemming. Sentiment labeling was conducted 
using IndoBERTweet and manually validated. Using K-Fold Cross-
Validation, both DNN and LSTM models were trained, and assessed 
using performance metrics such as accuration, precision, recall, and 
F1-score, training time, and Mean Absolute Error (MAE). The LSTM 
model demonstrated superior performances with accuration of 82,15%, 
precision of 82,21%, recall of 82,15%, specificity of 90,74%, F1-score 
of 82,10%, and MAE of 23,15%, compared to the DNN model which 
achieved an accuracy of 81,22%, precision of 81,20%, recall of 
81,22%, specificity of 90,18%, F1-score of 81,12%, and MAE of 
24,46%. However, DNN outperformed LSTM in training time efficiency 
(50,435 seconds vs. 148,765 seconds). LSTM shows significant 
advantages in understanding context and word relationships in 
sentiment analysis, while DNN offers better computational efficiency. 
The findings of this study can be utilized by online transportation 
services providers to improve service quality based on user feedback 
from social media. 
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1. INTRODUCTION 
Technological innovations today’s digital landscape have led to substantial developments across 
multiple fields, notably in transportation. Online transportation services have emerged as innovative 
solutions that simplify mobility for the public, using only applications on mobile devices. In 
Indonesia, services such as Gojek, Grab, Maxim, and InDrive are becoming increasingly popular, 
with millions of users actively sharing their experiences, reviews, and complaints on social media. 

One of the most widely used social networking sites is Twitter, where users can openly 
share opinions, experiences, and information with the public. This platform is chosen as a data 
source due to several advantages it offers. First, Twitter generates a massive volume of data daily, 
providing a rich and extensive source of information. Second, its real-time nature allows tweets to 
reflect public opinion directly and instantly on a particular issue. Moreover, the variety of topics 
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discussed on Twitter is also very diverse, including topics related to online transportation services 
(Pan et al., 2019), (Bijarnia et al., 2019), (Mamani-Coaquira & Villanueva, 2024). 

The representativeness of Twitter data in reflecting public opinion toward online 
transportation services lies in its open-access nature and widespread usage across various user 
segments. Although Twitter users may not represent the entire demographic spectrum of the 
Indonesian population, they include a large and active portion of tech-savvy urban consumers, who 
are the primary users of services like Gojek, Grab, Maxim, and InDrive. Therefore, sentiment data 
from Twitter can provide meaningful insights into public perceptions and experiences, especially 
among digital-native and service-aware users. 

Nevertheless, using data from Twitter comes with its own challenges. One major obstacle 
is the character limit for each tweet, which often results in information being conveyed briefly and in 
an unstructured manner. Additionally, many users employ informal language, such as slang, 
abbreviations, or even spelling errors (typos), which can complicate the data analysis process. 
Therefore, more sophisticated text preprocessing techniques are required so that the data can be 
accurately processed and analyzed (Koto et al., 2021), (Saymon Ahammad et al., 2024), and the 
deep learning models used must be capable of understanding these language complexities (Koto 
et al., 2021), (Šmíd & Král, 2025), (Joshi et al., 2024). 

Many machine learning and deep learning techniques have been actively used and 
researched in many sentiment analys sectors during the past few years.  Text categorization has 
long made use of conventional techniques like Random Forest, Naïve Bayes, and Support Vector 
Machine (SVM).  But deep learning-based methods, like Long Short-Term Memory (LSTM) and 
Deep Neural Networks (DNN), have shown themselves to be better at managing intricate linguistic 
structures and more successfully identifying dependencies in text (Shah et al., 2018), (Li et al., 
2021), (Zhou et al., 2025). LSTM, a variant of Recurrent Neural Networks (RNN), is known for its 
effectiveness in capturing relationships between words in a text, especially in sequential data such 
as tweets. Meanwhile, DNNs offer superior feature representation capabilities, enabling them to 
understand more complex patterns in sentiment analysis. Although both architectures have been 
extensively used in natural languages processing (NLP) tasks, direct comparisons of their 
performances in sentiment analysis of online transportation services in Indonesia remain limited in 
existing research (Alsini, 2023), (Manalu et al., 2020), (A. Kumar et al., 2020). 

2. RESEARCH METHODS 
Types, Nature, and Approach of the Research 

Type of Research: Experimental, where Twitter data was collected using keywords related 
to online transportation services such as Gojek, Grab, Maxim, and InDrive. The DNN and LSTM 
models were compared based on their performance in sentiment analysis. Nature of Research: 
Descriptive, aiming to compare accuracy, precision, recall, F1-score, time training, and Mean 
Absolute Error (MAE) of both models. Research Approach: Quantitative, involving numerical data 
processing and visualizing results using diagrams and tables. To prevent classification bias caused 
by imbalanced data in the three sentiment classes (positive, negative, neutral), a data balancing 
process was applied. This involved oversampling the minority classes to ensure that each class 
had a relatively similar number of training examples, allowing fair and unbiased model evaluation. 

Data Analysis Method 
The data preprocessing process was carried out to improves the quality of the dataset 

before sentiment analysis. The steps taken included the removal of irrelevant data, such as tweets 
without sentiment or ambiguous ones, as well as the removal of unnecessary URLs and links. In 
addition, symbols and punctuation marks such as !@#$%^&()* were also deleted to make the data 
cleaner. Case folding was applied to convert all text to lowercase, while stopword removal used to 
eliminate common words that don’t carry sentiment meaning, such as "dan", "di", and "yang". Next, 
text was tokenized by breaking it to individual words, and stemming was carried out using the 
Sastrawi library to return the words to their root form. Finally, duplicate data cleaning was 
performed by removing duplicated tweets to ensure the dataset remains unique. 

The data labeling process was carried out by categorizing tweet sentiments into positive, 
negative, and neutral using IndoBERTweet from Hugging Face Transformers automatically, with 
random manual validation to ensure label accuracy. In this research, two machine learning models 
were used, namely Deep Neural Network (DNN) to capture complex relational patterns in data 
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textual and Long Short-Term Memory (LSTM), which excels at understanding word sequences in 
text. DNN and LSTM were trained independently for the purpose of training and evaluating the 
model, and K-Fold Cross Validation was used to increase accuration and prevent overfitting. To 
evaluate the model's effectiveness during training, training time was measured (Chen et al., 2023), 
(Minaee et al., 2021). Several measures were used to evaluate the model's performances, 
including accuration, which counts the number correct predictions, precision, which counts the 
percentage of right positive predictions, the model's can detect positive data is measured by recall 
(sensitivity), its ability to recognize negative data by specificity, and its overall performance is 
depicted by the F1-Score, which is harmonic mean of accuracy and recall. 

Research Flow 
The research flow begins with problem identification, where a literature review is conducted 

on sentiment analysis in online transportation services. Next, data collection is carried out through 
Twitter data crawling using an API to obtain relevant tweets. After the data is collected, the data 
preprocessing stage is conducted by cleaning and preparing the dataset for analysis. Then, 
sentiment labeling is applied by classifying the tweets to three categories: positive, negative, and 
neutral. After that, the model training process is conducted by training DNN and LSTM using the 
preprocessed data. The model performance is then compared through the model evaluation stage, 
which uses various evaluation metrics to measure the accuracy and effectiveness of each model. 
Finally, result interpretation is carried out by compiling a comparative model performance report 
and drawing conclusions from this research. 

 

 
Figure 1. Research flow 

Sentiment Analysis 
Sentiment analysis is an automated process used to extract emotional information from 

text, such as positive, negative, or neutral opinions. In the context of online transportation services, 
sentiment analysis is employed to understand customer satisfaction, identify complaints, and 
improve service quality (Pan et al., 2019), (Saymon Ahammad et al., 2024), (G. L. Kumar et al., 
2021). Online transportation services like Gojek and Grab have rapidly expanded in Indonesia, 
generating a vast amount of user opinion data, particularly through social media such as Twitter. 
Sentiment analysis can help service operators monitor user opinions in real-time and make 
strategic decisions (Chen et al., 2023), (Joshi et al., 2024), (Haque et al., 2019).  

In sentiment analysis, especially with social media data like Twitter, the context of a 
sentence plays a crucial role in determining sentiment polarity. IndoBERT’s advantage in 
understanding context makes it an ideal choice for this task (Koto et al., 2021), (Liu et al., 2024). 
Moreover, its pre-training on Indonesian language datasets enables the model to handle unique 
challenges, such as the use of informal words and abbreviations that frequently appear on social 
media (Abbas & George, 2020). 

Deep Learning Models for Sentiment Analysis 
With technological advancements, deep learning models have become a primary approach 

in sentiment analysis. The two most commonly used models for this task are Long Short-Term 
Memory (LSTM) and Deep Neural Network (DNN). 
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a. Deep Neural Network (DNN) 
 

 
Figure 2. Deep neural network (DNN) 

 

DNN is a neural network with multiple hidden layers capable of capturing non-linear 
patterns in data. This model is frequently used in sentiment analysis due to its flexibility and 
efficiency in processing structured data (Rishu et al., 2024), (Minaee et al., 2021).   

Advantages of DNN include relatively fast training compared to LSTM and good 
generalization capabilities for various types of data. However, DNN is less effective at capturing 
temporal relationships between words, which often presents a challenge in text analysis (Mohamed 
Ali et al., 2019), (Șerban et al., 2019). 

 

b. Long Short-Term Memory (LSTM) 
A Recurrent Neural Network (RNN) variation called LSTM was created to solve the 

vanishing gradient issue, allowing the model to identify long-term dependencies or temporal 
linkages in text. This makes LSTM particularly effective for sentiment analysis tasks that require 
sequential word context (Șerban et al., 2019), (Rishu et al., 2024). Advantages of LSTM include the 
ability to capture context in long texts and its effectiveness in analyzing sequential data as text and 
speech (Șerban et al., 2019), (Ao & Fayek, 2023). However, it has drawbacks as longer training 
times compared to other models (Rishu et al., 2024). 

 
Figure 3. Long short-term memory (LSTM) 

 

Text Preprocessing and Word Embedding Techniques 
Text preprocessing includes tokenization, stopword removal, stemming, and normalization. 

These steps aim to clean the data and enhance the quality of input for deep learning models, 
leading to more accurate predictions (Saymon Ahammad et al., 2024), (Chen et al., 2023). 

Word Embedding Techniques 
Word embedding is the representation of words in numerical vector form, allowing models 

to understand semantic relationships between words. Popular methods such as Word2Vec, GloVe, 
and BERT are often used to encrease the proceeds of sentiment analysis models (Devlin et al., 
2019), (Sengar et al., 2024). Transformer-based approaches like IndoBERT have proven to be 
highly effective for sentiment analysis tasks in the Indonesian language due to their ability to 
understand local context (Koto et al., 2021), (Liu et al., 2024). 

Model Evaluation in Machine Learning 
Model performance is evaluated using the following metrics: a) Accuracy: Shows the 

proportion of accurate forecasts to all ofinstances, indicating how often the model produces 
accurate results; b) Precision and Recall: Recall quantifies the model's potential to retrieve all 
pertinent specimen from the dataset, whereas precision shows the model's capable to accurately 
identify pertinent examples among the predicted positives; c) F1-Score: is a balanced statistic that 
is particularly helpful when addressing unequal class distributions. It is a harmonic mean of 
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accuracy and recall; d) Mean Absolute Error (MAE): Provides information about the model's overall 
prediction performance by displaying the average magnitude of errors between predicted and 
actual data; e) Training Time: Measures the model’s efficiency during the training process (Chen et 
al., 2023), (Minaee et al., 2021). These evaluations are crucial for understanding the relative 
performance of LSTM and DNN in sentiment analysis tasks (Rishu et al., 2024), (Minaee et al., 
2021). 

 

 
Figure 4. Confusion matrix 

 
Classification performance metrics such as accuracy, precision, recall, and F1-score. 

           (1) 

       (2) 

Recall (Sensitivity) =            (3) 

F1-Score           (4) 

MAE = (1/n) * Σ | y_i - ŷ_i |              (5) 
 
A machine learning model evaluation method called K-Fold Cross-Validation splits the 

dataset into many subsets, or folds. After that, various combinations of these subsets are used to 
iteratively train and test the model. This technique provides a more accurate performance 
evaluation compared to a simple train-test split, especially when working with limited datasets. The 
main advantages of this method are that it maximizes data utilization, reduces evaluation variance, 
and produces results that are more representative of the model’s generalization ability. 

3. RESULT AND DISCUSSION 
Review Data 

A total of 10,000 tweets were collected through the Twitter data crawling process. Below is 
a sample of the data retrieved using the crawling method: 

 
Table 1. Crawling results 

Create_at Full_text Username 

Mon Jan 30 
23:47:14 
+0000 2023 

@GrabID Makasih kak respon nya tadi barusan udah dibatalin kok. Aku 
udah hubungi cs lewat grab nya makasih ya 

cesaaaii 

Mon Feb 27 
23:57:07 
+0000 2023 

hoki pagi pagi kalo dapetnya gini mah tiap hari aja naik gojek. 
_realine 

Thu Mar 30 
23:48:29 
+0000 2023 

TERLAMPAU MURAHHH NI. Rugi kalau tak GRAB HARGA RAHMAH 
Pelbagai design dan warna yang menarik untuk anda ï¸�â€� 
https://t.co/68oaHJ4wxh https://t.co/QAbQD5hOSQ 

KakTi_AlifAisya 

Sat Apr 29 
23:58:17 
+0000 2023 

@jogmfs Waktu liburan akhir tahun kemaren mau naik maxim dari teras 
Malioboro sampe st tugu karena hujan ditolak terus. Sampe pada 
akhirnya di telp salah satu driver ditawarin harganya 100k mau ga? 
Langsung shock 

seumseuma 

Tue May 30 
23:58:35 
+0000 2023  

ya Allah pagi pagi dapet grab selalu yg lelet 
pjs2200 

 
Data Preprocessing 

 Irrelevant data were removed, such as tweets without sentiment or those considered 
ambiguous, as well as unnecessary URLs and links. In addition, symbols and punctuation marks 
like !@#$%^&()* were also removed to ensure cleaner data. 
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Table 2. Irrelevant data removal results 

Create_at Full_text Username 

Mon Jan 30 23:47:14 +0000 2023 
GrabID Makasih kak respon nya tadi barusan udah dibatalin 
kok. Aku udah hubungi cs lewat grab nya makasih ya 

cesaaaii 

Mon Feb 27 23:57:07 +0000 2023 
hoki pagi pagi kalo dapetnya gini mah tiap hari aja naik 
gojek. 

_realine 

Thu Mar 30 23:48:29 +0000 2023 
TERLAMPAU MURAHHH NI. Rugi kalau tak GRAB HARGA 
RAHMAH. Pelbagai design dan warna yang menarik untuk 
anda  

KakTi_AlifAisya 

Sat Apr 29 23:58:17 +0000 2023 

jogmfs Waktu liburan akhir tahun kemaren mau naik maxim 
dari teras Malioboro sampe st tugu karena hujan ditolak 
terus. Sampe pada akhirnya di telp salah satu driver 
ditawarin harganya 100k mau ga? Langsung shock 

seumseuma 

Tue May 30 23:58:35 +0000 2023  ya Allah pagi pagi dapet grab selalu yg lelet pjs2200 

 

The next step was case folding, which was applied to convert all text to lowercase, as 
shown in Table 3. 

 
Table 3. Case Folding results 

create_at full_text username 

mon jan 30 23:47:14 +0000 2023 
grabid makasih kak respon nya tadi barusan udah dibatalin kok. 
aku udah hubungi cs lewat grab nya makasih ya 

cesaaaii 

mon feb 27 23:57:07 +0000 2023 hoki pagi pagi kalo dapetnya gini mah tiap hari aja naik gojek. _realine 

thu mar 30 23:48:29 +0000 2023 
terlampau murahhh ni. rugi kalau tak grab harga rahmah. 
pelbagai design dan warna yang menarik untuk anda  

kakti_alifaisya 

sat apr 29 23:58:17 +0000 2023 

jogmfs waktu liburan akhir tahun kemaren mau naik maxim dari 
teras malioboro sampe st tugu karena hujan ditolak terus. sampe 
pada akhirnya di telp salah satu driver ditawarin harganya 100k 
mau ga? langsung shock 

seumseuma 

tue may 30 23:58:35 +0000 2023  ya allah pagi pagi dapet grab selalu yg lelet pjs2200 

 

Afterward, stopword removal was performed to eliminate common words that do not carry 
sentiment meaning, such as "dan" (and), "di" (in/at), and "yang" (which/that). 

 
Table 4. Stopword removal results 

create_at full_text username 

mon jan 30 23:47:14 +0000 2023 makasih kak respon barusan dibatalin hubungi cs grab makasih cesaaaii 
mon feb 27 23:57:07 +0000 2023 hoki pagi pagi dapetnya gini tiap hari naik gojek. _realine 

thu mar 30 23:48:29 +0000 2023 
terlampau murahhh ni rugi grab harga rahmah pelbagai design 
warna menarik 

kakti_alifaisya 

sat apr 29 23:58:17 +0000 2023 
liburan akhir tahun kemaren naik maxim teras malioboro sampe 
tugu hujan ditolak telp driver ditawarin harga langsung shock 

seumseuma 

tue may 30 23:58:35 +0000 2023  allah pagi pagi dapet grab lelet pjs2200 

 

Next, the text was tokenized by splitting it into individual words. 
 

Table 5. Tokenization results 

create_at full_text username 

mon jan 30 23:47:14 +0000 2023 
"makasih", "kak", "respon", "barusan", "dibatalin", "hubungi", 
"cs", "grab", "makasih" 

cesaaaii 

mon feb 27 23:57:07 +0000 2023 
"hoki", "pagi", "pagi", "dapetnya", "gini", "tiap", "hari", "naik", 
"gojek" 

_realine 

thu mar 30 23:48:29 +0000 2023 
"terlampau", "murahhh", "ni", "rugi", "grab", "harga", 
"rahmah", "pelbagai", "design", "warna", "menarik" 

kakti_alifaisya 

sat apr 29 23:58:17 +0000 2023 
["liburan", "akhir", "tahun", "kemaren", "naik", "maxim", 
"teras", "malioboro", "sampe", "tugu", "hujan", "ditolak", "telp", 
"driver", "ditawarin", "harga", "langsung", "shock 

seumseuma 

tue may 30 23:58:35 +0000 2023  "allah", "pagi", "pagi", "dapet", "grab", "lelet" pjs2200 

 

Then, stemming was carried out using the Sastrawi library to reduce words to their root 
forms. 
 

Table 6. Stemming results 

create_at full_text username 

mon jan 30 23:47:14 +0000 2023 
"makasih", "kak", "respon", "baru", "batal", "hubung", "cs", 
"grab", "makasih" 

cesaaaii 
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mon feb 27 23:57:07 +0000 2023 "hoki", "pagi", "pagi", "dapat", "gini", "tiap", "hari", "naik", "gojek" _realine 

thu mar 30 23:48:29 +0000 2023 
"lampau", "murah", "ni", "rugi", "grab", "harga", "rahmah", 
"bagai", "design", "warna", "tarik" 

kakti_alifaisya 

sat apr 29 23:58:17 +0000 2023 
"libur", "akhir", "tahun", "kemar", "naik", "maxim", "teras", 
"malioboro", "sampai", "tugu", "hujan", "tolak", "telp", "driver", 
"tawar", "harga", "langsung", "shock" 

seumseuma 

tue may 30 23:58:35 +0000 2023 "allah", "pagi", "pagi", "dapat", "grab", "lelet" pjs2200 

 
The final outcome of the data preprocessing process is presented in Table 7. 
 

Table 7. Data preprocessing results 

Original Tweet After Preprocessing username 

@GrabID Makasih kak respon nya tadi barusan udah 
dibatalin kok. Aku udah hubungi cs lewat grab nya makasih 
ya 

makasih, kak, respon, baru, batal, 
hubung, cs, grab, makasih 

cesaaaii 

hoki pagi pagi kalo dapetnya gini mah tiap hari aja naik 
gojek. 

hoki, pagi, pagi, dapat, gini, tiap, hari, 
naik, gojek 

_realine 

TERLAMPAU MURAHHH NI. Rugi kalau tak GRAB 
HARGA RAHMAH. Pelbagai design dan warna yang 
menarik untuk anda ï¸�â€� https://t.co/68oaHJ4wxh 
https://t.co/QAbQD5hOSQ 

lampau, murah, ni, rugi, grab, harga, 
rahmah, bagai, design, warna, tarik 

kakti_alifaisya 

@jogmfs Waktu liburan akhir tahun kemaren mau naik 
maxim dari teras Malioboro sampe st tugu karena hujan 
ditolak terus. Sampe pada akhirnya di telp salah satu driver 
ditawarin harganya 100k mau ga? Langsung shock 

libur, akhir, tahun, kemar, naik, maxim, 
teras, malioboro, sampai, tugu, hujan, 
tolak, telp, driver, tawar, harga, 
langsung, shock 

seumseuma 

ya Allah pagi pagi dapet grab selalu yg lelet allah, pagi, pagi, dapat, grab, lelet pjs2200 

 
Data Labeling 

 The data labeling process was conducted by categorizing the tweet sentiments into 
positive, negative, and neutral classes, using IndoBERTweet from Hugging Face Transformers 
automatically. 

 
Table 8. Labeling results 

Tweet  Sentiment 
Category 

username 

makasih, kak, respon, baru, batal, hubung, cs, grab, makasih positif cesaaaii 
hoki, pagi, pagi, dapat, gini, tiap, hari, naik, gojek positif _realine 

lampau, murah, ni, rugi, grab, harga, rahmah, bagai, design, warna, tarik positif kakti_alifaisya 
libur, akhir, tahun, kemar, naik, maxim, teras, malioboro, sampai, tugu, 
hujan, tolak, telp, driver, tawar, harga, langsung, shock 

negatif seumseuma 

allah, pagi, pagi, dapat, grab, lelet negatif pjs2200 

 

After labeling was completed, unnecessary variables were removed, leaving only the 
essential variables: content and sentiment. Below is a sample of the data after the unnecessary 
variables were dropped: 

 
Table 9. Sample data after dropping unnecessary variables 

No Tweet  Sentiment Category 

1 makasih, kak, respon, baru, batal, hubung, cs, grab, makasih positif 
2 hoki, pagi, pagi, dapat, gini, tiap, hari, naik, gojek positif 
3 lampau, murah, ni, rugi, grab, harga, rahmah, bagai, design, warna, tarik positif 
4 libur, akhir, tahun, kemar, naik, maxim, teras, malioboro, sampai, tugu, hujan, tolak, 

telp, driver, tawar, harga, langsung, shock 
negatif 

5 allah, pagi, pagi, dapat, grab, lelet negatif 

 
Model Training 

Training was conducted with two deep learning models, namely DNN and LSTM, 
separately. To improve accuracy and avoid overfitting, the K-Fold Cross Validation technique was 
used. 

Model Evaluation 
 Model evaluation as described in Subsection C.3 with K-Fold = 3 yielded results shown in 

Figure 5 and Table 10. 
 

https://t.co/QAbQD5hOSQ
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Figure 5. Model performance comparison (K-Fold=3) 

 
Table 10. Model evaluation results (K-Fold=3) 

Metric DNN LSTM 

Accuracy 0,8100 0,8176 
Precision 0,8096 0,8197 

Recall 0,8100 0,8176 
Specificity 0,9007 0,9051 
F1-Score 0,8091 0,8164 

MAE (Mean Abs. Error) 0,2449 0,2397 
Training Time (seconds) 43,341 126,840 

 

Long Short-Term Memory (LSTM) model outperformed the Deep Neural Network (DNN) in 
nearly every performance evaluation criterion in the first assessment using a three-fold K-Fold 
Cross Validation procedure (K = 3). These results further strengthen the finding that LSTM is a 
more accurate model in understanding the context and structure of complex text data such as 
tweets. In the accuracy metric, LSTM recorded a value of 81.76%, slightly higher than DNN which 
obtained an accuracy of 81.00%. This 0.76% difference, although numerically small, becomes 
significant in large-scale classification scenarios such as social media sentiment analysis, where 
even small accuracy improvements can affect thousands or even millions of predictions. 
Furthermore, LSTM’s precision and recall reached 81.97% and 81.76%, respectively, slightly 
above DNN which recorded a precision of 80.96% and recall of 81.00%. This shows that LSTM is 
more effective in detecting sentiment with lower positive and negative error rates. This capability is 
very important in the context of public services, where accurately classifying negative sentiment 
can help companies detect and respond to customer complaints more proactively. 

F1-score, which is the harmonic mean of precision and recall, also shows LSTM’s 
dominance (81.64%) compared to DNN (80.91%). This difference further indicates that LSTM is 
more stable and balanced in its performance across various types of sentiment data. In terms of 
prediction errors, LSTM’s MAE (Mean Absolute Error) of 0.2397 is lower than DNN’s 0.2449. This 
means LSTM's predictions are generally closer to the actual labels. On the other hand, LSTM’s 
specificity (90.51%) is slightly higher than DNN’s (90.07%), indicating that LSTM has better 
capability in accurately recognizing non-positive data (neutral and negative). 

However, this performance improvement comes with the consequence of longer training 
time. LSTM requires 126.84 seconds to complete training, nearly three times longer than DNN’s 
training time of only 43.34 seconds. This difference needs to be considered when computational 
efficiency becomes a primary factor, especially in environments with limited resources or systems 
requiring real-time response. Next, model training was carried out with K-Fold equal to 5, and the 
model evaluation results were obtained as shown in Figure 6 and Table 11. 
 

Table 11. Model evaluation results (K-Fold=5) 

Metric DNN LSTM 

Accuracy 0,8122 0,8215 
Precision 0,8120 0,8221 

Recall 0,8122 0,8215 
Specificity 0,9018 0,9074 
F1-Score 0,8112 0,8210 

MAE (Mean Abs. Error) 0,2446 0,2315 
Training Time (s) 50,435 148,765 
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Figure 6. Model performance comparison (K-Fold=5) 

 

Based on the evaluation results using the five-fold K-Fold Cross Validation technique (K = 
5), the Long Short-Term Memory (LSTM) model again demonstrated consistently superior 
performance compared to the Deep Neural Network (DNN) in the sentiment classification task on 
Twitter data from online transportation services. All the main metrics used to evaluate model 
performance show LSTM’s superiority, although the differences shown are moderate. Specifically, 
LSTM’s classification accuracy reached 82.15%, slightly higher than DNN’s 81.22%. Although the 
difference is only about 0.93%, in the context of sentiment analysis on unstructured data such as 
tweets, this small increase can significantly impact aggregate results, especially when the model is 
used for decision-making based on public opinion. The precision and recall metrics also show a 
similar trend, increasing by 1.01% and 0.93%, respectively, in LSTM. This shows that LSTM model 
is more reliable in recognizing and classifying the correct sentiment, including in detecting negative 
and neutral opinions which are usually more difficult to identify. 

The LSTM F1-score of 82.10% is also higher than DNN’s 81.12 shows better balance 
between precision and recall. In addition, the Mean Absolute Error (MAE) value on LSTM is lower 
(0.2315) compared to DNN (0.2446), which shows that LSTM’s predictions are generally closer to 
the actual values. In other words, this model makes fewer extreme prediction errors. Nevertheless, 
LSTM’s performance advantage must be weighed against its much longer training time. The LSTM 
model requires a training time of 148.76 seconds, almost three times longer than DNN, which only 
requires 50.43 seconds. This significant difference reflects the complexity of the LSTM architecture, 
which is designed to understand word sequences and temporal relationships in text but sacrifices 
computational efficiency. Meanwhile, DNN is simpler architecturally and can be processed in 
parallel, making it more efficient for real-time system implementation or on devices with limited 
computing resources. Overall, LSTM provides better results than DNN, especially in terms of 
accuracy and the ability to recognize both classes. However, if training time efficiency is a crucial 
factor, DNN may remain a viable option with a reasonable performance compromise. 

4. CONCLUSION 
Based on the evaluation results, these findings indicate that the LSTM model is more accurate for 
analyzing user sentiment toward Gojek/Grab/Maxim/InDrive, enabling companies to implement a 
more advanced automated opinion monitoring system. Based on the evaluation results, these 
findings indicate that the LSTM model is more accurate for analyzing user sentiment toward 
Gojek/Grab/Maxim/InDrive, enabling companies to implement a more advanced automated opinion 
monitoring system. In addition to accuracy, the training time of the LSTM model was also taken into 
consideration. This is particularly important for real-world deployment in environments such as 
contact centers, where retraining or regular model updates may be necessary. The LSTM model 
demonstrated acceptable training efficiency, making it a practical choice not only for its 
performance but also for its adaptability in resource-constrained, real-time operational settings. 
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