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 Drug induced autoimmunity (DIA) poses significant challenges in 
pharmaceutical development due to its complex immunological 
mechanisms and delayed clinical manifestations. This study proposes a 
comparative evaluation of three ensemble machine learning models 
CatBoost, XGBoost, and Gradient Boosting for predicting DIA using 
molecular descriptors. A curated dataset of drug compounds with known 
autoimmune outcomes was analyzed through a systematic workflow 
incorporating preprocessing, stratified sampling, and model evaluation 
using accuracy, F1 score, and ROC AUC. Results indicate that CatBoost 
achieved the highest ROC AUC, while XGBoost demonstrated superior 
balance between precision and recall, as reflected by its F1 score. Feature 
importance analysis using SHAP highlighted key molecular properties 
such as SlogP_VSA10 and fr_NH2 as major contributors to prediction 
outcomes. The study provides a reproducible and interpretable 
framework for early toxicity screening, offering valuable insights for data 
driven decision making in drug safety assessment. 
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1. INTRODUCTION  
Ensuring drug safety remains a fundamental priority in pharmaceutical research and development, 
particularly during the early stages of compound screening (Husnain et al., 2023; Kabir et al., 2024). 
Among the various adverse drug reactions, drug induced autoimmunity (DIA) is a serious and 
complex immunological event that can lead to significant clinical consequences and even post 
marketing drug withdrawals (Chand et al., 2023). Conventional approaches for assessing 
autoimmune risk, such as in vitro assays and animal models, are often time consuming, resource 
intensive, and may not accurately reflect human immunopathological responses (Javadzadeh et al., 
2025). These challenges highlight the growing need for computational methods capable of providing 
early and reliable predictions of autoimmune potential. In this context, molecular descriptors, which 
quantitatively encode chemical and physicochemical properties of drug compounds, have gained 
increasing attention in chemoinformatics driven toxicology (PANDEY, 2024). When integrated with 
machine learning algorithms, these descriptors enable the development of predictive models that 
can uncover complex, non linear relationships between molecular structure and biological effects. 
Despite their promise, predictive studies focusing specifically on DIA remain scarce, and there is 
limited consensus on which ML algorithms perform best for this task, given the high dimensional and 
heterogeneous nature of chemical data. This situation calls for a systematic investigation into the 
comparative performance of different ML methods for predicting drug induced autoimmunity using 
molecular descriptors (Xu et al., 2020). 

https://iocscience.org/
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  Although drug induced autoimmunity poses significant clinical and regulatory challenges, its 
prediction during the early stages of drug development remains a largely unresolved problem (Yang 
et al., 2024). The complexity of autoimmune mechanisms, which often involve delayed onset and 
patient specific immunological responses, makes experimental detection difficult and often 
retrospective (Pisetsky, 2023). While computational approaches using molecular descriptors offer a 
promising alternative, current predictive efforts are hindered by several methodological limitations 
(Niazi & Mariam, 2023). Furthermore, the high dimensionality and redundancy inherent in molecular 
descriptor data exacerbate the risk of overfitting and model instability if not addressed properly (Jiang 
et al., 2025). These challenges underscore the pressing need for a systematic and comparative study 
of multiple machine learning algorithms to identify robust, high performing models for predicting drug 
induced autoimmunity. 
  Previous studies from (Smith et al., 2023) showed that the study employed XGBoost and 
Random Forest machine learning models to predict the potential of drugs to induce autoimmunity 
using transcriptional data. Both models achieved high classification accuracy, with XGBoost reaching 
an AUC of up to 0.875 and Random Forest 0.794, highlighting that disruptions in cell cycle regulation 
and proliferation are key features associated with autoimmune risk. This study by (Zheng et al., 2021) 
used 14 machine learning and regression models to predict blood concentrations of tacrolimus in 
autoimmune disease patients, based on real world therapeutic drug monitoring data. Among the 
models, XGBoost showed the best performance (R² = 0.54, MAE = 0.25, RMSE = 0.33), and using 
SHAP analysis, the study identified nine key predictors—such as height, daily dose, hematocrit, and 
LDL cholesterol—that influenced tacrolimus concentration, offering a practical tool for optimizing 
clinical dosing decisions. Meanwhile, a study by (Wu et al., 2021) developed a machine learning 
model to predict the risk of drug induced autoimmune diseases  based on reactive metabolite related 
structural alerts and daily drug dose. Using CatBoost as the main predictive model, they found that 
a specific structural alert a benzene ring with a nitrogen containing substituent combined with a high 
daily dose (≥100 mg), significantly increased the prediction performance (AUC = 0.70), reducing false 
positives and improving positive predictive value, thus providing a practical prescreening tool for drug 
safety in early development stages. 
  The main objective of this study is to develop and evaluate predictive models to identify the 
risk of drug induced autoimmunity based on molecular descriptors. By applying a comparative 
approach, this study systematically examines the performance of several machine learning 
algorithms including Gradient Boosting, XGBoost, and CatBoost on a curated dataset of drug 
compounds annotated for autoimmune outcomes. This research aims to determine which algorithms 
offer the most reliable prediction accuracy, robustness, and generalizability for these specific toxicity 
endpoints. In addition, this research also aims to create a standardized modeling framework that 
integrates feature preprocessing, model training, and performance evaluation using metrics such as 
accuracy, F1 score, and area under the ROC curve. The results from this study are expected to 
contribute to the development of more effective in silico screening tools for early stage drug safety 
assessment, especially in detecting autoimmune liabilities before clinical testing. 
  Despite the increasing use of machine learning in drug toxicity prediction, the modeling of 
drug induced autoimmunity remains underexplored (Bhasuran et al., 2025). Most studies focus on 
general toxicity or rely on single algorithms without comparing alternative methods. Challenges such 
as high dimensional molecular data and class imbalance are often overlooked (Jiang et al., 2025). 
Comprehensive frameworks that include rigorous validation, multiple algorithms, and reproducible 
pipelines are rare, leaving limited guidance for researchers. This study aims to fill that gap by 
systematically evaluating machine learning models specifically for predicting autoimmune toxicity. 

This study presents a rigorous and comprehensive approach to predicting drug-induced 
autoimmunity by comparing multiple machine learning algorithms using molecular descriptors. Unlike 
previous research focused on general toxicity or single models, it benchmarks diverse classifiers 
within a standardized framework that includes preprocessing, and multi metric evaluation. This 
enhances reproducibility and provides a foundation for future improvements. By addressing a gap in 
computational toxicology, the study contributes to the development of in silico tools for early detection 
of autoimmune risks, supporting data driven decisions in both research and drug safety practices.. 
 
2. METHODOLOGY AND EVALUATION 
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Research Design 
  This study applied a structured experimental workflow to develop predictive models for drug 
induced autoimmunity (DIA) using molecular descriptors. The process began with minimal 
preprocessing, as the dataset was already clean and well formatted, requiring only label encoding 
for categorical variables. The data was then split into training and testing sets to ensure unbiased 
model evaluation. Three supervised machine learning algorithms Gradient Boosting, XGBoost, and 
CatBoost were trained using the molecular descriptors as input features and autoimmune outcomes 
as the target variable. Each model was trained and assessed based on key classification metrics 
including Accuracy, F1 Score, and ROC AUC. A 2×2 confusion matrix was used to summarize 
prediction outcomes, while SHAP analysis was conducted to interpret feature contributions. This 
systematic approach ensures model robustness, comparability, and interpretability, supporting the 
development of reliable in silico tools for early toxicity prediction. 
Population and Sample 

The study population consisted of drug compounds with known immunological outcomes, 
curated from publicly available toxicological databases and prior published datasets on autoimmune 
reactions. The sample comprised molecular data from these compounds, each represented by a set 
of numerical molecular descriptors generated using RDKit, a cheminformatics toolkit. A total of n 
compounds were included in the dataset, with a balanced representation of compounds classified as 
either "autoimmune inducing" or "non autoimmune." To ensure model generalizability and minimize 
bias, the dataset was partitioned into a training set and a testing set using stratified sampling. The 
training set was used for model development and validation, while the testing set was held out for 
final performance evaluation. 
 
Data Collection 
  The dataset used in this study was sourced from UCI Irvice (Drug Induced Autoimmunity 
Prediction). This dataset contains RDKit generated molecular descriptors designed for predicting 
drug induced autoimmunity using ensemble machine learning. It includes numerical features 
representing drug properties and structures, split into training and testing sets. The class labels are 
defined as 1 for DIA-positive drugs and 0 for DIA-negative drugs. The data enables the development 
of predictive, interpretable models for autoimmune risk assessment, supporting advances in 
computational toxicology and drug safety. 
 
Data Pre Processing 
  The dataset required minimal preprocessing. The SMILES column was excluded, and 
features (X) were obtained by dropping the Label and SMILES columns. The Label column was used 
as the target (y), and label distribution was checked to assess class balance 
 
Split Data 
  Before model training, the dataset was split into 80% training data (477 records) and 20% 
test data (120 records). The training data was then used to train with 3 models. 
   
Gradient Boosting 
  Gradient Boosting is a machine learning technique that builds predictive models by 
combining multiple weak learners, typically decision trees, in a sequential manner. Each new model 
is trained to correct the errors made by the previous ones by minimizing a loss function using gradient 
descent. This approach is effective for both classification and regression tasks, offering high accuracy 
and flexibility. 
 (Bahad & Saxena, 2020). 
 
Gradient Boosting models the prediction function as a summation of weak models (usually shallow 
decision trees): 

𝑭(𝒙) = ∑ 𝒚𝒎𝒉𝒎(𝒙)

𝑴

𝒎=𝟏

 (1) 

 
𝑭(𝒙): final prediction function, 𝒉𝒎(𝒙): m th weak model (usually tree), 𝜸𝒎: step size or learning rate 

𝑴: number of iterations/tree 
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XGBoost 
  XGBoost (Extreme Gradient Boosting) is an advanced implementation of gradient boosting 
algorithms designed for speed and performance (Demir & Sahin, 2023). It builds an ensemble of 
decision trees sequentially, where each new tree attempts to correct the residual errors made by the 
previous ones. XGBoost incorporates regularization (both L1 and L2) to prevent overfitting, handles 
missing data internally, and uses a second order Taylor approximation of the loss function for more 
accurate optimization. One of its key strengths lies in its ability to scale efficiently to large datasets 
while maintaining high predictive accuracy. XGBoost is widely used in machine learning competitions 
and practical applications due to its robustness and versatility (Johnson, 2025). 
For a given iteration 𝒕, the objective function to minimize is: 

𝓛(𝒕) = ∑ [𝒍 (𝒚𝒊, 𝒚̂𝒊
(𝒕−𝟏)

+ 𝒇𝒕(𝒙𝒊))] + 𝛀(𝒇𝒕)

𝒏

𝒊=𝟏

 (2) 

𝒍: the loss fuction, 𝒚̂𝒊
(𝒕−𝟏)

: the prediction from previous iteration, 𝒇𝒕: the new tree added at iteration 𝒕,  

𝛀(𝒇𝒕) = 𝜸𝑻 +
𝟏

𝟐
⋋ ∑ 𝒘𝒋

𝟐𝑻
𝒋=𝟏  is the regularization term,  (with  𝑻 = number of leaves, 𝒘𝒋 =

𝒍𝒆𝒂𝒇 𝒘𝒆𝒊𝒈𝒉𝒕, 𝜸,⋋ = regularization parameters) 
 
CatBoost 
  The CatBoost model is a powerful gradient boosting algorithm developed by Yandex, 
designed to handle both numerical and categorical data efficiently (Sayyad et al., 2024). It builds an 
ensemble of decision trees in a sequential manner, where each tree is trained to minimize the errors 
of the previous trees using gradient descent optimization. CatBoost stands out from other boosting 
algorithms by employing ordered boosting and advanced techniques to reduce overfitting and handle 
categorical variables without extensive preprocessing (Hancock & Khoshgoftaar, 2020). This makes 
it particularly suitable for high dimensional datasets like those involving molecular descriptors. The 
prediction of the CatBoost model can be represented by the following formula: 

𝒚̂ = ∑ 𝜼𝒎. 𝑻𝒎(𝒙)

𝑴

𝒎=𝟏

 (3) 

𝒚̂: final prediction value, 𝑴: the number of boosting iterations (trees), 𝜼𝒎 : the learning rate or 

weight for the 𝒎-th tree, 𝑻𝒎(𝒙) : the output of the 𝒎-th decision tree for input 𝒙. 
 
Evaluation 
Metrics 
  After training the data with three classification algorithms, the models were evaluated using 
Accuracy, F1 Score, and ROC AUC to assess their performance. Accuracy measures the proportion 
of correct predictions, F1 Score balances precision and recall which is useful for imbalanced 
datasets, and ROC AUC reflects the model’s ability to distinguish between classes. These metrics 
collectively provide a comprehensive view of how well each model predicts drug induced 
autoimmunity. The accuracy, precision, recall, and f1 score, and ROC AUCE values can be calculated 
with the following equations (Maulana et al., 2024) (8) - (11). 

Accuracy = 
(𝑻𝑷+𝑻𝑵)

(𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵)
 (4) 

Precision = 
𝑻𝑷

(𝑻𝑷+𝑭𝑷)
 (5) 

Recall = 
𝑻𝑷

(𝑻𝑷+𝑭𝑵)
 (6) 

F1 Score =
𝟐∗𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
  (7) 

ROC AUC Score = ∫ 𝑻𝑷𝑹(𝑭𝑷𝑹)𝒅𝑭𝑷𝑹
𝟏

𝟎
 (8) 

𝑻𝑷𝑹 =  
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 (9) 

𝑭𝑷𝑹 =  
𝑻𝑷

𝑭𝑷 + 𝑻𝑵
 (10) 

 
Confusion Matrix 
  The next stage is to evaluate the model's predictions using the confusion matrix, which is a 
table that summarizes the relationship between actual and predicted class labels. It has a square 
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shape of size L×L, where L denotes the total number of classes in the classification task (Luque et 
al., 2021). Since this study focuses on a binary classification problem, a 2×2 confusion matrix is used 
to represent the outcomes (Larner, 2024). The structure and components of this matrix are shown in 
Figure 2. 

 
Figure 1 Confusion Matrix 2x2 

 
SHAP 
  SHAP (SHapley Additive exPlanations) is a method for interpreting machine learning models 
by quantifying how much each feature contributes to a model’s prediction output (Ekanayake et al., 
2022). SHAP is founded on Shapley value theory from cooperative game theory, which ensures a 
fair allocation of each feature's contribution by evaluating all possible feature combinations (Liu et 
al., 2024; Veeramsetty, 2021). 
 
The SHAP value for a feature i is defined as: 

∅𝒊 = 𝟏 ∑
|𝑺|!. (|𝑵| − |𝑺| − 𝟏)!

|𝑵|!
[𝒇(𝑺 ∪ {𝒊}) − 𝒇(𝑺)]

𝑺⊆𝑵\{𝒊}

 (11) 

 
 
 
∅𝒊 is the SHAP value for feature iii, representing its contribution to the model prediction. 
𝑵 is the set of all features. 

𝑺 is a subset of features not containing iii. 

𝒇(𝑺) is the model prediction using only the features in subset SSS. 
The expression 𝒇(𝑺 ∪ {𝒊}) − 𝒇(𝑺) measures the marginal contribution of feature iii when added to 
subset S. 

The term 
|𝑺|!.(|𝑵|−|𝑺|−𝟏)!

|𝑵|!
 is a weighting factor that ensures fairness by averaging over all possible 

orderings of features. 
 

3. RESULTS AND DISCUSSIONS 
The training process, performed on 477 records using three different algorithms and evaluated on a 
test set of 120 records, produced accuracy results as shown in Figure 1 below. 
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Figure 2 Metric Value Comparison of Each Model 

 
Figure 2 shows that CatBoost gave the highest ROC AUC score, which means it was the 

best at distinguishing between drugs that could and couldn’t trigger an autoimmune reaction. 
Meanwhile, XGBoost had the highest F1 score, showing that it was better at balancing between 
detecting positive cases and avoiding false alarms something important for rare reactions like DIA. 
Although all models had similar accuracy, the differences in F1 and AUC scores show why it’s 
important to use more than just accuracy to judge a model’s quality. 

These findings highlight the value of testing several models instead of relying on just one. 
Each model has its strengths XGBoost works well when the data is imbalanced, and CatBoost is 
great at separating classes clearly. By comparing them in the same setup, we can see which one is 
most reliable for early stage drug screening. This is especially useful in drug development, where 
early prediction of side effects like autoimmunity can help avoid serious problems later in clinical 
trials or after the drug is released. 

 
Figure 3 Metric Value Comparison of Each Model 

 
The confusion matrices in Figure 3 illustrate the classification performance of the Gradient 

Boosting, XGBoost, and CatBoost models in predicting drug induced autoimmunity. Gradient 
Boosting shows a balanced performance with 15 true positives and 15 false negatives, indicating 
moderate sensitivity. XGBoost improves slightly, correctly identifying 17 positive cases with fewer 
false negatives (13), reflecting better recall. CatBoost, while achieving the highest number of true 
negatives (87), misclassifies more actual positive cases (20 false negatives), suggesting a tendency 
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toward conservative predictions. These differences highlight the trade offs each model makes 
between sensitivity and specificity, with XGBoost offering a better balance for detecting rare positive 
cases. 
 

Additionally, to identify which features contribute the most to predicting grade values, we 
can use visual tools such as SHAP plots.  

  
Figure 4 SHAP Summary Plot for Gradient Boosting Model 

 

The SHAP summary plot for the Gradient Boosting model (Figure 4) reveals which 
molecular descriptors most influence the prediction of drug induced autoimmunity. The most 
impactful features include lpc, SlogP_VSA10, fr_NH2, and SMR_VSA3, all showing wide SHAP 
value ranges that indicate strong contributions to the model's output. Positive SHAP values suggest 
a feature increases the likelihood of autoimmunity, while negative values reduce it. The color gradient 
represents the actual value of each feature red for high and blue for low highlighting, for instance, 
that high values of SlogP_VSA10 are associated with a higher autoimmune risk. Other descriptors 
such as MaxPartialCharge, PEOE_VSA2, and MinEStateIndex also contribute to predictions but to 
a lesser extent. Features lower in the plot like NumAliphaticRings and EState_VSA7 show minimal 
impact. Overall, the plot offers a clear visual explanation of feature importance and directionality, 
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providing valuable insights into how specific molecular characteristics influence the model's decision 
making in predicting autoimmune outcomes. 

 
Figure 5 SHAP Summary Plot for XGBoost  Model 

 
Figure 5 showed that several molecular descriptors particularly SlogP_VSA10, SMR_VSA3, fr_NH2, 
SMR_VSA6, and lpc have the highest impact on the model’s output in predicting drug induced 
autoimmunity. High values of SlogP_VSA10 and fr_NH2 increase the predicted risk, indicating that 
surface area associated with lipophilicity and the presence of primary amine groups are strongly 
associated with autoimmune potential. Descriptors such as SMR_VSA3 and SMR_VSA6 also 
contribute significantly, although their effects vary depending on feature values. In contrast, features 
like MinAbsPartialCharge and EState_VSA7 contribute minimally, as reflected by SHAP values 
clustered around zero. These results highlight the key molecular features that drive the model's 
predictions and provide evidence based insights into structural characteristics associated with 
increased autoimmune risk. 

 
Figure 6 SHAP Summary Plot for CatBoost  Model 
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Figure 6 highlights SlogP_VSA10, fr_NH2, and lpc as the most influential features in predicting drug 
induced autoimmunity, with high values of these descriptors increasing the predicted risk. Other 
descriptors such as fr_aniline, SMR_VSA6, and PEOE related features also contribute notably, 
though with more variable effects. In contrast, features like MaxEStateIndex and EState_VSA6 show 
minimal impact, with SHAP values clustered near zero. Overall, the plot underscores the importance 
of lipophilicity, electronic properties, and specific functional groups in driving the model’s predictions. 
 
Discusion 

In the context of defense and strategic infrastructure such as military bases, Internet of 
Things (IoT)-based security systems play a vital role in detecting and responding to potential threats 
in real time. However, existing systems face several significant obstacles that limit their effectiveness 
in large-scale operational scenarios. First, most IoT security systems rely on short-range 
communication protocols such as WiFi and Bluetooth, which are only effective within limited ranges 
and are not suitable for large and remote military environments. Second, delays or high latency in 
motion detection and notification delivery hinder rapid decision-making, which is critical in emergency 
situations or attacks. Third, high energy consumption due to the continuous operation of sensors and 
cameras causes devices to run out of power quickly, especially in locations that are difficult to reach 
by conventional power supplies. These three challenges indicate a critical gap in the design of 
currently used IoT security systems, especially when faced with operational demands in strategic 
environments that require wide coverage, fast response, and high energy efficiency. Therefore, an 
innovative approach is needed that can holistically address these three issues to improve the 
reliability and sustainability of IoT-based security systems. 

This research aims to address the main challenges in IoT security systems through the 
development of a solution that integrates PIR motion sensor technology, ESP-32 WROVER camera 
modules, and LoRa (Long Range) wireless communication. LoRa was chosen for its ability to 
transmit data with low power consumption and long communication range, up to 20–30 km, making 
it highly suitable for implementation in large-scale military environments. The system is designed to 
minimize latency by processing data locally on the device, thereby avoiding reliance on cloud-based 
processing, which often causes delays. Additionally, the use of the ESP-32 WROVER camera 
module enables direct image capture upon detecting movement, which is then automatically sent via 
Telegram notifications. This combination allows users to receive instant visual confirmation of any 
suspicious events. Thus, the system functions not only as a detection tool but also as a visual threat 
verification system. This research also focuses on energy efficiency by implementing a low-power 
standby mode approach that only activates sensors and cameras when needed, thereby reducing 
energy consumption and extending the operational lifespan of devices in the field. 

By designing an IoT security system that integrates motion detection, image capture, long-
range communication, and real-time notifications, this research makes a significant contribution to 
the advancement of IoT-based security technology. The proposed system demonstrates a significant 
performance improvement compared to conventional solutions, particularly in terms of response 
time, which ranges from 1.1 to 1.6 seconds—faster than cloud-based systems with higher latency. 
The energy efficiency achieved through the use of LoRa makes this system more suitable for 
deployment in environments without stable power access, such as remote military bases or other 
critical surveillance areas. This innovation also offers scalability flexibility, enabling the system to be 
expanded to multiple surveillance points without requiring complex network infrastructure. By 
combining reliable communication, fast response, and energy savings, this system provides a cost-
effective yet robust solution to address security challenges in the digital age. Overall, the approach 
proposed in this research not only addresses existing gaps in IoT security systems but also opens 
new directions for developing adaptive, responsive, and energy-efficient systems for national security 
needs and the protection of strategic infrastructure. 

4. CONCLUSION  
This study demonstrates the effectiveness of ensemble learning models CatBoost, XGBoost, and 
Gradient Boosting in predicting drug induced autoimmunity using molecular descriptors. While all 
models showed comparable accuracy, CatBoost achieved the highest ROC AUC, and XGBoost had 
the best F1 score, emphasizing the importance of evaluating multiple metrics beyond accuracy alone. 
SHAP analysis further revealed that descriptors related to lipophilicity, electronic distribution, and 
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functional groups, such as SlogP_VSA10, fr_NH2, and lpc, consistently played dominant roles in 
model predictions. These findings suggest that combining model performance evaluation with feature 
interpretability provides a robust framework for early stage drug screening, enabling more informed 
decisions to minimize autoimmune risks in drug development. For future research, expanding the 
dataset with more diverse compounds, integrating deep learning based molecular embeddings, and 
validating the models on external datasets or in vitro studies could further enhance the reliability and 
generalizability of predictive frameworks in pharmacovigilance. 
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